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Abstract

In this paper, we explore provable acceleration of diffusion models without any additional retraining.
Focusing on the task of approximating a target data distribution in Rd to within ε total-variation distance,
we propose a principled, training-free sampling algorithm that requires only the order of

d1+2/Kε−1/K

score function evaluations (up to log factor) in the presence of accurate scores, where K is an arbitrarily
large fixed integer. This result applies to a broad class of target data distributions, without the need
for assumptions such as smoothness or log-concavity. Our theory is robust vis-a-vis inexact score esti-
mation, degrading gracefully as the score estimation error increases — without demanding higher-order
smoothness on the score estimates as assumed in previous work. The proposed algorithm draws insight
from high-order ODE solvers, leveraging high-order Lagrange interpolation and successive refinement to
approximate the integral derived from the probability flow ODE.
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1 Introduction
Diffusion models, which originally drew inspiration from nonequilibrium thermodynamics (Sohl-Dickstein
et al., 2015), have emerged as a powerful driving force in the realm of generative modeling, reshaping the
landscape of contemporary generative artificial intelligence (Croitoru et al., 2023; Yang et al., 2023). Yet,
despite their incredible sample quality and enhanced stability, diffusion models face the challenge of slow
data generation compared to alternatives like Generative Adversarial Networks (GANs) (Goodfellow et al.,
2020) and Variational Autoencoders (VAEs) (Kingma and Welling, 2013). In comparison to GANs and VAEs
that generate data in a single step (i.e., through a single forward pass of a neural network), diffusion models
require a number of iterations. Each of these iterations, which oftentimes involves evaluating the pretrained
score functions, necessitates at least one pass of a neural network or transformer, making the entire process
more computationally intensive. In order to fully unleash the capability of diffusion models for real-time
data generation, accelerating their sampling process without compromising sample quality is essential.

1.1 Diffusion models and score function evaluations
To set the stage, note that a diffusion model begins with a data-contaminating forward process:

(forward process) X0 ∼ pdata, Xt =
√
1− βtXt−1 +

√
βtWt, t = 1, · · · , T, (1a)

where pdata indicates the target data distribution in Rd, T is the total number of steps, the Wt’s are noise
vectors independently drawn from N (0, Id), and {βt}1≤t≤T ⊂ (0, 1) denotes some predetermined sequence
that governs the variance of the additive noise at each step. In essence, this forward process first draws a
sample X0 from the distribution of interest, and progressively corrupts it by injecting independent Gaussian
noise. When T is sufficiently large, it is often the case that the distribution of XT becomes exceedingly close
to N (0, Id). The central task of diffusion generative modeling is to learn a time-reversal of the above forward
process, enabling us to start with a pure noise distribution (e.g., N (0, Id)) and iteratively turn it back into
the target distribution pdata. Mathematically, this can be described as the construction of a backward process

(backward process) YT ∼ N (0, Id), YT → YT−1 → · · · → Y1 → Y0

that ensures the distributions of Yt and Xt stay close for each step t, namely, Yt
d
≈ Xt.

As already demonstrated by classical stochastic differential equation (SDE) literature (Anderson, 1982;
Haussmann and Pardoux, 1986), time-reversal of the forward process (1) is made possible through the
use of the (Stein) score functions {∇ log pXt(·)}. Consequently, diffusion generative modeling involves an
initial, extensive training phase to learn these score functions, which produces a collection of pretrained
score estimates that can be readily invoked in data generation. For instance, two prominent score-based
diffusion model paradigms — DDPM (Ho et al., 2020) and the probability flow ODE (or DDIM) (Song
et al., 2021, 2020) — both rely upon these pretrained scores for iterative sampling. In practice, however,
these mainstream approaches remain relatively slow due to their large iteration complexities; for example,
generating high-quality samples with DDPM can take hundreds or even thousands of iterations, with each
iteration requiring the evaluation of a neural network or a transformer. All this underscores the need to
speed up the iterative sampling process while maintaining the outstanding sample quality diffusion models
are known for.
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1.2 Training-free acceleration
In this work, we explore principled, training-free acceleration of diffusion models (Lu et al., 2022; Zheng
et al., 2023; Zhao et al., 2024; Zhang and Chen, 2023; Jolicoeur-Martineau et al., 2021; Xue et al., 2024).
In a nutshell, the training-free approach wraps around and makes more efficient use of the pretrained score
functions to expedite data generation, which stands in sharp contrast to the training-based approach — such
as distillation or consistency models — that performs another round of resource-intensive training (Luhman
and Luhman, 2021; Salimans and Ho, 2022; Meng et al., 2023; Song et al., 2023; Li et al., 2024b; Nichol and
Dhariwal, 2021). Remarkably, training-free acceleration has already seen widespread adoption in practice,
with a prominent example being the DPM-solver (Luhman and Luhman, 2021) that has achieved dramatic
empirical speedup compared to the original probability flow ODE algorithm.

Nevertheless, the theoretical underpinnings for accelerated diffusion models remain largely elusive. It was
not until recently that researchers began developing non-asymptotic analysis frameworks for the training-
free approach, although significant technical hurdles remain that limit the theoretical performance. More
concretely, consider training-free acceleration methods that come with provable guarantees, and suppose that
we would like to generate a sample whose distribution is ε-close in total-variation (TV) distance to the target
distribution of interest. Li et al. (2024a) proposed a deterministic accelerated approach, akin to the second-
order ODE solver, achieving an iteration complexity of Õ(d3/

√
ε).1 Huang et al. (2024a) analyzed the p-th

order Runge-Kutta method for solving the probability flow ODE, and established an iteration complexity
of Õ

(
(LDd)1+1/p/ε1/p

)
for any constant order p, where D represents the radius of the data support and

L bounds certain high-order derivatives of the score estimates. This represents a clear improvement over
Li et al. (2024a) in terms of the ε dependency, although the stringent requirements on L and D limit the
range of data distributions it can accommodate without compromising the acceleration effect. Meanwhile,
stochastic training-free methods have been proposed and analyzed in recent literature as well (Li et al.,
2024a; Wu et al., 2024; Li and Cai, 2024), with the state-of-the-art results achieving an iteration complexity
of Õ(d5/4/

√
ε) (Li and Cai, 2024). While such stochastic acceleration methods often come with theoretical

guarantees under minimal assumptions, their ε dependency remains considerably worse than that of the
deterministic counterpart.

In summary, while the strand of work outlined above has made significant progress towards enriching the
theoretical foundation for training-free acceleration, it still leaves room for improvement, given that all of
these prior results fell short of optimality.

1.3 Main contributions
Motivated by the limitations of prior work as outlined above, the present paper seeks to strengthen the
theoretical and algorithmic development for training-free acceleration of diffusion models. More concretely,
we propose a novel training-free acceleration algorithm aimed at solving the probability flow ODE. Falling
under the category of deterministic samplers (except for its initialization), the proposed algorithm exploits
high-order Lagrange polynomial interpolation, in conjunction with suitable successive refinement, to approx-
imately calculate the integral derived from the probability flow ODE. We prove that, to achieve ε-precision
in total variation, it takes our algorithm Õ(d

1+2/K

ε1/K
) iterations, or equivalently,

Õ

(
d1+2/K

ε1/K

)
score function evaluations

in the presence of accurate scores. Our theory does not require any smoothness or log-concavity assumptions
on the target distribution, making it broadly applicable. When only inexact score estimates are available, we
demonstrate that the sampling quality degrades gracefully as the score estimation error and the associated
Jacobian errors increase. Our results outperform Li et al. (2024a); Wu et al. (2024); Li and Cai (2024) by
offering better scaling in both ε and d, and improve upon Huang et al. (2024a) by accommodating a broader
set of nonsmooth distributions without assuming higher-order smoothness.

1Throughout this paper, the standard notation f(d, ε−1) = O(g(d, ε−1)) or f(d, ε−1) ≲ g(d, ε−1) means that there exists a
numerical constant c1 > 0 such that |f(d, ε−1)| ≤ c1|g(d, ε−1)|; f(d, ε−1) ≳ g(d, ε−1) means that g(d, ε−1) ≲ f(d, ε−1); and
f(d, ε−1) ≍ g(d, ε−1) means that both f(d, ε−1) ≲ g(d, ε−1) and f(d, ε−1) ≳ g(d, ε−1) hold true. The notation Õ(·) is defined
analogously to O(·) except that the log dependency is hidden.
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1.4 Other related work
The development of convergence theory for diffusion models — particularly DDPM and DDIM — has
received much attention during the past few years. Partial examples include Chen et al. (2022); Liu et al.
(2022); Lee et al. (2023); Chen et al. (2023a,c); Li et al. (2023); Cheng et al. (2023); Chen et al. (2023b);
Benton et al. (2024); Tang and Zhao (2024); Liang et al. (2024); Li et al. (2025); Jiao and Li (2024); Cai
and Li (2025); Li et al. (2024d); Gao and Zhu (2024); Li and Jiao (2024); Li and Yan (2024b); see also the
references therein. The convergence analysis for the DDPM was carried out in Chen et al. (2022) by means
of Girsanov’s theorem, and this analysis framework was subsequently improved to accommodate nonsmooth
data distributions Lee et al. (2023); Chen et al. (2023a), unveiling an iteration complexity with nearly linear
d dependency Benton et al. (2024); Li and Yan (2024b). When it comes to the DDIM sampler or the
probability flow ODE, the convergence analysis was originally provided in Chen et al. (2023c), with a set of
subsequent work devoted to sharpening the iteration complexity (Li et al., 2024c; Huang et al., 2024a; Li
et al., 2024d; Liang et al., 2025). In addition, a recent line of work Li and Yan (2024a); Huang et al. (2024b);
Azangulov et al. (2024); Potaptchik et al. (2024); Liang et al. (2025); Tang and Yan (2025) explored how
DDPM and DDIM adapt to unknown low-dimensional structures underlying the target data distribution,
leading to substantially improved theoretical guarantees.

2 Preliminaries
Before proceeding to the description of our algorithm, let us start by gathering several preliminary facts.

The forward process. Recall the forward process (1). By taking

αt := 1− βt and αt :=

t∏
i=1

αi, (2)

we see that (1) admits the following distributional characterization:

Xt =
√
αtX0 +

√
1− αtW t with W t ∼ N (0, Id). (3)

Moreover, we find it useful to introduce a continuous-time generalization (Xτ ) of the above process.
Specifically, for every τ ∈ [0, 1], construct Xτ such that

Xτ =
√
1− τX0 +

√
τZ with X0 ∼ pdata and Z ∼ N (0, Id), (4)

where X0 and Z are independently generated. Clearly, with this construction we have

X1−αt

d
= Xt. (5)

In the sequel, we will often refer to τ as the time variable too as long as it is clear from the context, and will
develop and describe our algorithm mainly based on this continuous-time forward process (4).

The score function and Tweedie’s formula. As mentioned previously, a key object that plays a pivotal
role in the sampling procedure is the (Stein) score function, defined as the gradient of the log marginal density
of the forward process. To be precise, the score function associated with (Xτ ) is defined and denoted by

s⋆τ (X) := ∇ log pXτ
(X) (6)

for each τ ∈ [0, 1]. The celebrated Tweedie formula (Efron, 2011) tells us that

s⋆τ (x) = −
1

τ

{
x−
√
1− τ E

[
X0 | Xτ = x

]}
(7)

for any x ∈ Rd, which implies that

s⋆τ (
√
1− τx) = −

√
1− τ
τ

∫
x0

pX0 |Xτ
(x0 |

√
1− τx)(x− x0)dx0. (8)
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Algorithm 1: HEROISM (High-ordER Ode-based dIffusion SaMpler)
1 input: τt,0 = τt+1,K−1 = 1− αt for all 1 ≤ t ≤ T − 1, and τT,0 = 1− αT . Choose τt,i as in (11).
2 initialization: t = T, . . . , 2, xτT,0

← YT ∼ N (0, Id).
3 for t > 1 do
4 xτt,0 ← Yt and x(0)τt,i ← Yt for all i = 0, . . . ,K − 1
5 for n = 0, . . . , N − 1 do
6 compute x(n+1)

τt,i via Eqn. (14) for all i = 0, . . . ,K − 1

7 Yt−1 ← x
(N)
τt,K−1

8 output: Y1

The probability flow ODE. As has been shown by Song et al. (2021), there exists an ordinary differential
equation (ODE), called the probability flow ODE, that is able to reverse the forward process (4) (in the
sense of yielding matching marginal distributions). Note that the precise form of the probability flow ODE
depends on the parameterization of the forward process (e.g., (Xt) and (Xτ ) are associated with different,
although related, ODEs). In particular, the probability flow ODE associated with process (4) takes the
following form:

d
Y ode
τ√
1− τ

= − 1

2(1− τ)3/2
s⋆τ (Y

ode
τ )dτ ; (9)

see, e.g., Li et al. (2024a, Eqn. (20)). When setting Y ode
τ2 = Xτ2 and running (9) backward from τ2 to τ1,

one has Y ode
τ1

d
= Xτ1 , allowing one to transport the distribution of Xτ2 to that of Xτ1 .

Notation. For two probability measures P and Q, the total-variation distance between them is defined as
TV(P,Q) := 1

2

∫
|dP − dQ|. For any random object X, we let pX denote its probability density function.

For any matrix A, we denote by ∥A∥ its spectral norm.

3 Algorithm
In this section, we present the main ideas and detailed procedure of the proposed algorithm. At a high level,
our algorithm is an iterative procedure that attempts to approximately solve ODE (9) by approximating the
true scores in the integrand using high-order polynomials.

Approximating an integral. Recall that Xt = X1−αt and Xt−1 = X1−αt−1 , which makes apparent the
importance of time points 1 − αt and 1 − αt−1 when generating Yt−1. Armed with the probability flow
ODE (9), an ideal strategy for step t− 1 would be to evaluate the following integral:

Y ode
1−αt−1√
αt−1

=
Y ode
1−αt√
αt
−
∫ 1−αt−1

1−αt

1

2(1− τ)3/2
s⋆τ (Y

ode
τ )dτ. (10)

However, computing (10) involves evaluation an infinite number of score functions (i.e., those in the integral),
making it computationally intensive. As a result, everything comes down to how to approximate the integral
using a small number of score function evaluations.

Higher-order polynomials. In comparison to first-order solvers like DDIM that construct Yt−1 solely
based on the score s1−αt(·), we propose to take advantage of the score functions at K time points — denoted
by τt,0, . . . , τt,K−1 — within the interval [1− αt−1, 1− αt]. To be precise, set

τt,0 = 1− αt and τt,K−1 = 1− αt−1 (11a)
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to be the two endpoints of [1− αt−1, 1− αt], and create equi-spaced points within this interval as

τt,i = τt,0 −
i

K − 1
(τt,0 − τt,K−1), 0 < i < K, (11b)

which clearly satisfy τt,K−1 < τt,K−2 < · · · < τt,0. It then boils down to how to exploit the score functions
at these K points to approximately compute (10).

Our strategy is to attempt approximation by means of the Lagrange interpolation. To be precise, consider
the renowned Lagrange basis polynomials as follows

ψi(τ) :=

∏
i′:i′ ̸=i(τ − τt,i′)∏

i′:i′ ̸=i(τt,i − τt,i′)
, 0 ≤ i ≤ K. (12)

Given a set of points (τt,i, (1 − τt,i)
−3/2sτt,i(Y

ode
τt,i )) for 0 ≤ i ≤ K − 1, we would like to approximate

1
(1−τ)3/2

s⋆τ (xτ ) via the Lagrange interpolating polynomial passing through the above K points, i.e.,

1

(1− τ)3/2
s⋆τ (Y

ode
τ ) ≈

∑
0≤i<K

ψi(τ)
sτt,i(Y

ode
τt,i )

(1− τt,i)3/2
, ∀τ ∈ [τt,K−1, τt,0]. (13)

Here, we have also replaced the true score s⋆t with the score estimate st on the right-hand side of (13).
Note that the Lagrange interpolating polynomial on right-hand side of (13) forms a unique degree-(K − 1)
polynomial passing through these K points.

Successive refinement. Noteworthily, the polynomial appproximation (13) still cannot be readily used,
given that the points {Y ode

τt,i } are inaccessible in general. To remedy this issue, we propose a successive
refinement scheme that alternates between estimating {Y ode

τt,i } and computing the the associated scores.
More precisely, let us perform an iterative estimation procedure containing N rounds, where in each round
n, we produce a sequence {x(n)τt,i

}0≤i≤K−1 as an estimate of {Y ode
τt,i }. When {x(n)τt,i

}0≤i≤K−1 is available, we
compute, for each τ ′ ∈ {τt,0, . . . , τt,K−1},

x
(n+1)
τ ′√
1− τ ′

=
xτt,0√
1− τt,0

+
∑

0≤j≤K−1

γt,j(τ
′)

1

(1− τt,j)3/2
sτt,j (x

(n)
τt,j ). (14)

where γt,i(τ
′) :=

∫ τt,0

τ ′
ψi(τ)dτ and xτt,0 = Yt. (15)

In a nutshell, we employ {x(n)τt,i
}0≤i≤K−1 to update the scores used in the polynomial approximation (13),

which in turn helps us generate {x(n+1)
τt,i

}0≤i≤K−1 as improved estimates of {Y ode
τt,i }.

Algorithm description. We are now ready to present our algorithm.

• Initialization. Let us initialize our algorithm with xτT,0
= YT ∼ N (0, Id) and x

(0)
τT,i = xτT,0

for each
0 < i < K. To ease presentation, we also take x(N)

τT+1,K−1 = xτT,0
.

• Iterative update rule. Working backward from t = T to t = 1, we generate the point Yt−1 as follows.
Let us look at the time points {τt,i}0≤i<K , and initialize both the sequence {x(0)τt,i}0≤i≤K−1 and xτt,0
using the value x(N)

τt+1,K−1 obtained in the previous iteration. For each round n = 0, . . . , N − 1, we
generate a sequence {x(n+1)

τt,i }0≤i≤K−1 according to Eq. (14). After N rounds of successive refinement,
we output Yt−1 = x

(N)
τt,K−1 .

The whole procedure of the proposed algorithm is summarized in Algorithm 1.
Several remarks are in order. To begin with, once the value of YT is given, the sequence {x(n)τt,i} is purely

deterministic. Thus, when accurate score functions are available at the requested time points, the discrepancy
between the distributions of Yt and Xt mainly stems from the approximation error when interpolating a
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complicated function using polynomials of degree K − 1. In addition, our algorithm requires computing the
score functions at the sequence {x(n)τt,i}0≤i≤K−1,0≤n≤N,1≤t≤T , and hence the total number of score function
evaluations is TKN . As we shall see momentarily in our theoretical development, K is taken to be a
constant, whereas N is chosen to be logarithmically large. Consequently, the total number of score function
evaluations is on the order of Õ(T ).

4 Main theory
Encouragingly, the proposed algorithm comes with intriguing convergence guarantees, as we present in this
section. Throughout this paper, we let qt (resp. pt) denote the distribution of Xt (resp. Yt).

4.1 Assumptions
Let us gather the key assumptions needed to state our main theorem. First of all, the sequence {βt} that
determines the variance of the injective noise (cf. (1)) is taken to be

β1 = 1− α1 = T−c0 (16a)

βt = 1− αt =
c1 log T

T
min

{
β1

(
1 +

c1 log T

T

)t

, 1

}
, t ≥ 2 (16b)

for some large enough numerical constants c0, c1 > 0. In a nutshell, βt undergoes two phases, growing
exponentially fast at the beginning and then staying flat in the remaining steps. Such a two-phase schedule
is consistent with what is used in the state-of-the-art diffusion theory work (e.g., Benton et al. (2024); Li
et al. (2024c); Li and Yan (2024b); Huang et al. (2024b)).

Next, we turn to assumptions for the target data distribution. Our goal is to accommodate a very broad
family of data distributions without imposing restrictions like smoothness or log-concavity. In fact, the only
assumption we make about pdata is the following boundedness condition, where the radius is allowed to be
polynomially large, with an arbitrarily large constant degree. A polynomially large support size can readily
accommodate a very broad range of applications.

Assumption 1 (Target data distribution). The target distribution pdata satisfies

P (∥X0∥2 ≤ T cR |X0 ∼ ppdata
) = 1

for some arbitrarily large constant cR > 0.

In the presence of imperfect score estimation, it is natural to anticipate that the sampling quality is
largely affected by the goodness of the score function estimates. In light of this, we introduce another set
of assumptions to capture the quality of score function estimates. The first one below is concerned with the
mean squared score estimation error, averaged over all time steps and iterations.

Assumption 2. Suppose that the score estimates at hand satisfy
1

TNK

∑T

t=1
EYt∼qt

[
ε2score,t(Yt)

]
≤ ε2score,

where ε2score,t(xτt,0) =
∑K−1

i=0

∑N−1
n=0

∥∥sτt,i(x(n)τt,i)− s⋆τt,i(x
(n)
τt,i)

∥∥2
2
.

In stark contrast to the SDE-based samplers (e.g., DDPM) for which the ℓ2 estimation error alone suffices
for the stability analysis (e.g., Chen et al. (2022); Benton et al. (2024)), the ODE-based samplers require
additional assumptions in order to preclude some unfavorable problem instances. See, e.g., Li et al. (2024c)
for a lower bound that justifies why ℓ2 score accuracy assumption alone is insufficient. In this work, we
impose the following assumption concerning the goodness of the associated Jacobian errors.

Assumption 3. Suppose that st(·) is continuously differentiable for each 1 ≤ t ≤ T , and satisfies

1

TNK

∑T

t=1
EYt∼qt

[
ε2Jacobi,t(Yt)

]
≤ ε2Jacobi,

where ε2Jacobi,t(xτt,0) =
∑K−1

i=0

∑N−1
n=0

∥∥∥∂sτt,i (x
(n)
τt,i

)

∂x −
∂s⋆τt,i

(x(n)
τt,i

)

∂x

∥∥∥2.
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Remark 1. When N = K = 1, these are equivalent to Li et al. (2024c, Assumptions 1 and 2).

4.2 Convergence guarantees
We are now in a position to present our main theoretical guarantees for the proposed algorithm.

Theorem 1. Suppose that Assumptions 1, 2 and 3 hold. Let K > 0 be an arbitrary fixed integer. If
T ≥ C2d

2 log3 T and N = ⌈C3 log T ⌉ for some large enough constants C2, C3 > 0, then Algorithm 1 achieves

TV
(
pX1

, pY1

)
≤ C1d

2

(
d log2 T

T

)K

log2 T + C1

√
d log4 T εscore + C1d(log

3/2 T )εJacobi. (17)

When exact score functions are available (so that εscore = εJacobi = 0), Theorem 1 reveals that the number
of iterations needed to approximate q1 to within ε TV distance is no greater than

(iteration complexity) Õ

(
d1+2/K

ε1/K

)
. (18)

Given that K is a fixed constant and N ≍ log T , the total number of score function evaluations of the
proposed algorithm is given by O(NKT ) = O(T log T ), which can be as small as Õ

(
d1+2/K

ε1/K

)
(cf. (18)). In

particular, when K grows, one can approximately interpret this number of function evaluations as Õ
(
d1+o(1)

ε1/K

)
,

resulting in substantial speed-ups compared to prior theory in Li et al. (2024c,a); Li and Cai (2024); Wu
et al. (2024). In the noisy case when we only have access to inexact scores, our result guarantees that the
TV distance between our output distribution and the target distribution scales proportionally to the two
error metrics εscore and εJacobi. It is worth noting that: without assumptions on the smoothness of the score
estimates, additional assumptions like the one concerning Jacobian errors cannot be avoided in general, as
already illustrated by a counterexample in Li et al. (2023) for the probability flow ODE.

Notably, our approach bears some similarity with other higher-order ODE solvers recently developed
in the literature, such as the DPM solver (Lu et al., 2022). While remarkable empirical success of such
methods have been reported, their theoretical footings remain significantly underdeveloped. Recently, Huang
et al. (2024a) analyzed the theoretical performance of the K-th order Runge-Kutta method for solving the
probability flow ODE, for any constant order K. While their theory is comparable to ours, it requires higher-
order smoothness on the score estimates (more precisely, they required the score estimate’s first (K + 1)-th
derivatives to be bounded). In addition, their iteration complexity also scales linearly in the support size
of pdata; in contrast, our theory is nearly independent from such a support size as long as it is polynomially
bounded. Finally, while we were finalizing our paper, we became aware of a concurrent work Huang et al.
(2025), which — under a different set of assumptions — also relaxes the high-order smoothness condition
previously imposed in Huang et al. (2024a). Compared with our results, their analysis requires a stronger
assumption on the support size, and their total-variation bound depends heavily upon the early-stopping
parameter (denoted by τ therein).

5 Main analysis
This section outlines the proof steps for establishing Theorem 1. Here and throughout, we assume

εscore ≤ (C1

√
d log2 T )−1, (19a)

εJacobi ≤ (C1d log
3/2 T )−1; (19b)

otherwise, (17) is trivially satisfied given TV distance is always bounded by 1.

5.1 Additional notation
Before proceeding to the main proof, we find it helpful to introduce an additional set of notation. Fix xT ∈ Rd,
we slightly abuse notation by letting {x(n)τt,i} denote the deterministic sequence defined by the update rule
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(14) with xτT,0
= xT . We also define xt := xτt,0 for all 1 ≤ t ≤ T − 1. We let x⋆t (resp. Y ⋆

t ) denote the
solution of ODE (9) at τ = τt,0 = 1 − αt with the initial condition x⋆τt+1,0

= xt+1 (resp. x⋆τt+1,0
= Yt+1).

For any τ ∈ [τt,K−1, τt,0] = [1− αt−1, 1− αt], we denote by x⋆τ the solution of ODE (9) at τ with the initial
condition x⋆τt,0 = xt. For any 0 ≤ i ≤ K − 1, 1 ≤ t ≤ T , 1 ≤ n ≤ N , we define

ε
(n)
score,t,i(x

(n)
τt,i) :=

∥∥sτt,i(x(n)τt,i)− s
⋆
τt,i(x

(n)
τt,i)

∥∥
2
; ε

(n)
Jacobi,t,i(x

(n)
τt,i) :=

∥∥∥∥∂sτt,i(x(n)τt,i)

∂x
−
∂s⋆τt,i(x

(n)
τt,i)

∂x

∥∥∥∥.
It is also defined that

ξt(xt) :=
log T

T

d√∑
i,n

(
ε
(n)
Jacobi,t,i(x

(n)
τt,i)

)2
+
√
d log T

√∑
i,n

(
ε
(n)
score,t,i(x

(n)
τt,i)

)2 , (20a)

St(xT ) :=

t∑
k=2

ξt(xt) for t ≥ 2, and S1(xT ) = 0. (20b)

From the definitions of εscore,t(·) and εJacobi,t(·), it follows that

1

T

∑
t

EYt∼qt [εscore,t(Yt)] ≤
√

1

T

∑
t

EYt∼qt

[
ε2score,t(Yt)

]
=

√
NKεscore ≍ εscore

√
log T , (21)

1

T

∑
t

EYt∼qt [εJacobi,t(Yt)] ≤
√

1

T

∑
t

EYt∼qt

[
ε2Jacobi,t(Yt)

]
=

√
NKεJacobi ≍ εJacobi

√
log T . (22)

5.2 Preliminary facts
The following lemmas will be frequently used throughout the proof. The first lemma introduces some helpful
properties concerning the learning rates.

Lemma 1. For large enough T , one has

αt ≥ 1− c1 log T

T
≥ 1

2
, 1 ≤ t ≤ T (23a)

1

2

1− αt

1− αt
≤ 1

2

1− αt

αt − αt
≤ 1− αt

1− αt−1
≤ 4c1 log T

T
, 2 ≤ t ≤ T (23b)

1 ≤ 1− αt

1− αt−1
≤ 1 +

4c1 log T

T
, 2 ≤ t ≤ T (23c)

αT ≤
1

T c2
, (23d)

αt+1

1− αt+1
≤ αt

1− αt
≤ 4αt+1

1− αt+1
, 1 ≤ t < T (23e)∣∣∣ τt,i1 − τt,i2

τt,i3(1− τt,i4)

∣∣∣ ≤ 8c1
log T

T
, 2 ≤ t ≤ T, 0 ≤ i1, i2, i3, i4 ≤ K − 1, (23f)

|γt,i(τt,j)| ≤ 2K(τt,0 − τt,j), ∀0 ≤ i, j ≤ K − 1 (23g)
1− τt,i ≍ 1− τt,j , τt,i ≍ τt,j , ∀0 ≤ i, j ≤ K − 1, 2 ≤ t ≤ T. (23h)

Here, c2 is a sufficiently large constant.

For notational convenience, we define

θτ (x) := max

{
−
log pXτ

(x)

d log T
, c6

}
(24)

for some large enough constant c6 > 0. The second lemma establishes the tail bounds of X0 conditioned on
the continuous-time forward process Xτ (cf. (4)).
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Lemma 2 (Lemma 1 in Li et al. (2024c)). Suppose that Assumption 1 holds and τ ≤ 1− 1
T c0

. Then for any
c5 ≥ 2, conditioned on Xτ = y, we have∥∥√1− τX0 − y

∥∥
2
≤ 5c5

√
θτ (y)dτ log T (25)

with probability exceeding 1− exp(−c25θτ (y)d log T ). Furthermore, one has

E
[∥∥√1− τX0 − y

∥∥
2
| Xτ = y

]
≤ 12

√
θτ (y)dτ log T , (26a)

E
[∥∥√1− τX0 − y

∥∥2
2
| Xτ = y

]
≤ 120θτ (y)dτ log T, (26b)

E
[∥∥√1− τX0 − y

∥∥3
2
| Xτ = y

]
≤ 1040 (θτ (y)dτ log T )

3/2
, (26c)

E
[∥∥√1− τX0 − y

∥∥4
2
| Xτ = y

]
≤ 10080 (θτ (y)dτ log T )

2
, . (26d)

The next lemma provides key properties of the score function s⋆τ (·).

Lemma 3. One has

∥s⋆τ (x)∥2 ≲

√
dθτ (x) log T

τ
, (27a)∥∥∥∥∂s⋆τ (x)∂x

∥∥∥∥ ≲
dθτ (x) log T

τ
. (27b)

Furthermore, if − log pXτ
(λx1 + (1− λ)x2) ≲ d log T for all λ ∈ [0, 1], then

∥∥∥∥∂s⋆τ (x1)∂x
− ∂s⋆τ (x2)

∂x

∥∥∥∥ ≲

√
d3 log3 T

τ3
∥x1 − x2∥2. (28)

The proofs of Lemma 1 and Lemma 3 are deferred to Sections B.1 and B.2, respectively.
The following lemma shows that if − log pXτ

(x⋆τ ) is not too large, then − log pXτ′ (x
⋆
τ ′) can be well-

controlled for all τ ′ sufficiently close to τ .

Lemma 4. Suppose that − log pX τ̃
(x⋆τ̃ ) ≤ θd log T for some θ > 1. Then for all |τ ′ − τ̃ | ≤ c0τ̃(1 − τ̃) for

some sufficiently small constant c0 > 0, one has

− log pXτ′ (x
⋆
τ ′) ≤ 2θd log T. (29)

The proof of Lemma 4 can be found in Section B.3. The last lemma reveals that the the distributions of
XT and YT are close.

Lemma 5 (Lemma 3 in Li et al. (2024c)). Suppose that T is large enough. Then(
TV(pXT

|| pYT
)
)2 ≤ 1

2
KL(pXT

|| pYT
) ≲

1

T 200
. (30)

5.3 Main steps for proving Theorem 1
We now proceed to present the proof ideas, which comprises multiple steps as detailed below.

Step 1: controlling the density ratio. To establish the convergence rate (17), a pivotal step is to
control the density ratio

pYt−1
(xt−1)

pXt−1
(xt−1)

/
pYt (xt)

pXt (xt)
. Our starting point is the following observation:

pYt−1
(xt−1)

pXt−1(xt−1)
=
p√αtYt−1

(
√
αtxt−1)

p√αtXt−1
(
√
αtxt−1)

=
p√αtYt−1

(
√
αtxt−1)

pYt(xt)

(
p√αtXt−1

(
√
αtxt−1)

pXt(xt)

)−1
pYt

(xt)

pXt(xt)

=
p√αtYt−1

(
√
αtxt−1)

p√αtY ⋆
t−1

(
√
αtx⋆t−1)

·
p√αtY ⋆

t−1
(
√
αtx

⋆
t−1)

pYt
(xt)

(
p√αtXt−1

(
√
αtxt−1)

p√αtXt−1
(
√
αtx⋆t−1)

·
p√αtXt−1

(
√
αtx

⋆
t−1)

pXt
(xt)

)−1
pYt

(xt)

pXt
(xt)

. (31)
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By virtue of the defition of Y ⋆
t−1 and the fact that we can transport the distribution of Xt to the one of Xt−1

via (9), one has

p√αtY ⋆
t−1

(
√
αtx

⋆
t−1)

pYt
(xt)

=
p√αtXt−1

(
√
αtx

⋆
t−1)

pXt
(xt)

. (32)

In addition, the following lemma provides upper bounds for
p√

αtXt−1
(
√
αtxt−1)

p√
αtXt−1

(
√
αtx⋆

t−1)
and

p√
αtYt−1

(
√
αtxt−1)

p√
αtY

⋆
t−1

(
√
αtx⋆

t−1)
, respec-

tively.

Lemma 6. We have

p√αtXt−1
(
√
αtxt−1)

p√αtXt−1
(
√
αtx⋆t−1)

= exp

(
O

(
∥xt−1 − x⋆t−1∥22

1− αt−1
+

√
d∥xt−1 − x⋆t−1∥22 log T

1− αt−1

))
. (33)

If, furthermore,
∥∥∥∥∂x(N)

τt,K−1
/
√

1−τt,K−1

∂xτt,0/
√

1−τt,0

∥∥∥∥−1

≲ 1, then

p√αtYt−1
(
√
αtxt−1)

p√αtY ⋆
t−1

(
√
αtx⋆t−1)

= exp

(
O

(
d

∥∥∥∥∂x⋆τt,K−1
/
√
1− τt,K−1

∂x⋆τt,0/
√
1− τt,0

−
∂x

(N)
τt,K−1/

√
1− τt,K−1

∂xτt,0/
√

1− τt,0

∥∥∥∥)). (34)

The proof of Lemma 6 is postponed to Section B.4. Combining (31), (32), (33) and (34), we know that

if
∥∥∥∥∂x(N)

τt,K−1
/
√

1−τt,K−1

∂xτt,0/
√

1−τt,0

∥∥∥∥−1

≲ 1, then we have

pYt−1
(xt−1)

pXt−1
(xt−1)

=
p√αtYt−1

(
√
αtxt−1)

p√αtXt−1
(
√
αtxt−1)

= exp(O(ζt(xt)))
pYt(xt)

pXt
(xt)

, (35)

where

ζt(xt) := d

∥∥∥∥∂x⋆τt,K−1
/
√

1− τt,K−1

∂x⋆τt,0/
√
1− τt,0

−
∂x

(N)
τt,K−1/

√
1− τt,K−1

∂xτt,0/
√

1− τt,0

∥∥∥∥+ ∥x⋆τt,K−1
− x(N)

τt,K−1∥22
1− αt−1

+

√
d∥x⋆τt,K−1

− x(N)
τt,K−1∥22 log T

1− αt−1
.

(36)

The next lemma reveals that ζt(xt) is small for “typical” points.

Lemma 7. We define the events

E ′t :=
{
ε
(n)
Jacob,t,i

(
x(n)τt,i

)
log T ≤ T, for all i, n

}
and

Et := E ′t ∩ {− log pXτt,i

(
λx(n)τt,i + (1− λ)x⋆τt,i

)
≤ C4d log T, for all i, n}

∩ {− log pXτ
(x⋆τ ) ≤ C4d log T for all τt,K−1 ≤ τ ≤ τt,0}, (37)

where C4 > 0 is a sufficiently large constant. Then on the event Et, for any 0 ≤ i ≤ K − 1, one has∥∥∥∥∂x(N)
τt,K−1/

√
1− τt,K−1

∂xτt,0/
√
1− τt,0

∥∥∥∥−1

≲ 1, (38a)

∥∥x(N)
τt,i − x

⋆
τt,i

∥∥2
2
≤ Cτ ′2 log

2 T

T 2

∑
0≤n≤N

∑
0≤i<k

(
ε
(n)
score,t,i(x

(n)
τt,i)

)2
+ 3C

dτ ′ log3 T

T 2

(
d log2 T

T

)2K

, (38b)

∥∥∥∥∂x(N)
τt,i /

√
1− τt,i

∂xτt,0/
√
1− τt,0

−
∂x⋆τt,i/

√
1− τt,i

∂x⋆τt,0/
√

1− τt,0

∥∥∥∥2
≲
d3 log7 T

T 4

∑
i,n

(
ε
(n)
score,t,i(x

(n)
τt,i)

)2
+

log2 T

T 2
τ ′2
∑
i,n

(
ε
(n)
Jacobi,t,i(x

(n)
τt,i)

)2
+
(d log2 T

T

)2K+2

. (38c)
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The proof of Lemma 7 is deferred to Section A. By virtue of Lemma 7 and (36), one can show that on
the event Et ∩ {ξt(xt) ≤ c}, one has

pYt−1
(xt−1)

pXt−1(xt−1)

= exp

O
d log T

T

√∑
i,n

(
ε
(n)
Jacobi,t,i(x

(n)
τt,i)

)2
+

√
d log3 T

T

√∑
i,n

(
ε
(n)
score,t,i(x

(n)
τt,i)

)2
+ d

(
d log2 T

T

)K+1
 pYt

(xt)

pXt
(xt)

= exp

(
O

(
ξt(xt) + d

(
d log2 T

T

)K+1
))

pYt
(xt)

pXt
(xt)

, (39)

provided that T ≳ d2 log2 T . Here, ξt(·) is defined in (20a). Furthermore, the following lemma shows that the
log densities {− log pXτt,i

(
λx

(n+1)
τt,i +(1−λ)x⋆τt,i

)
}i,n,λ∈[0,1] can be well-controlled as long as xτt,0 is “typical"

and the score estimation errors are not extremely large.

Lemma 8. If C10

θτt,0 (xτt,0
)d log2 T+

√
θτt,0 (xτt,0

)
∑

i,n

(
ε
(n)
score,t,i(x

(n)
τt,i

)
)2

d log3 T

T ≤ 1 for some large enough constant
C10 > 0, then for all 0 ≤ i ≤ K − 1, 0 ≤ n ≤ N − 1, one has

− log pXτt,i

(
λx(n+1)

τt,i + (1− λ)x⋆τt,i
)
≤ 2.1dθt log T, (40a)

log

p√ 1−τt,0
1−τt,i

Xτt,i

(√
1−τt,0
1−τt,i

x
(n+1)
τt,i

)
pXτt,0

(xτt,0)
≤ 4c1d log T

T
+ C10

d2θ2t log4 TT 2
+

√
dθt log

3 T

T

√∑
i

(
ε
(n)
score,t,i(x

(n)
τt,i)

)2 .

(40b)

Step 2: decomposing the TV distance of interest. Next, let us define the sets

E = {x : q1(x) > max{p1(x), exp(−c6d log T )}}, (41)

and

I1 := {xT | ST (xT ) ≤ c3} (42)

for some small enough constant c3 > 0. Then we learn from Li et al. (2024c, Eqn. (51) and (53)) that

TV(q1, p1) ≤ EY1∈p1

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E}

]
+ exp(−c6d log T )

= EYT∈pT

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E , YT ∈ I1}

]
︸ ︷︷ ︸

=:α1

+EYT∈pT

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E , YT /∈ I1}

]
︸ ︷︷ ︸

=:α2

+ exp(−c6d log T ). (43)

provided that c6 ≥ 4(cR + 2). This motivates us to bound α1 and α2 separately.

Step 3: bounding α1. We let τ(xT ) denote the following quantity:

τ(xT ) := max{2 ≤ t ≤ T + 1 : St−1(xT ) ≤ c3}. (44)

Then for any xT ∈ I1, one has

τ(xT ) = T + 1. (45)

In addition, we have the following two important properties regarding τ(xT ):
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Lemma 9. If − log q1(x1) ≤ c6d log T , then for all 1 ≤ ℓ < τ(xT ), one has

− log qℓ(xℓ) ≤ 2c6d log T (46)

as long as c6 > 5c1.

Lemma 10. For τ = τ(xT ), We have

q1(x1)

p1(x1)
=

(
1 +O

(∑
t<τ

ξt(xt) + d2 log2 T

(
d log2 T

T

)K
))

qτ−1(xτ−1)

pτ−1(xτ−1)
, (47)

qℓ(xℓ)

2pℓ(xℓ)
≤ q1(x1)

p1(x1)
≤ 2qℓ(xℓ)

pℓ(xℓ)
, ∀ℓ < τ. (48)

The proofs of Lemma 9 and Lemma 10 are postponed to Sections B.6 and B.7, respectively. By virtue
of (45) and Lemma 10, one can show that

EYT∈pT

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E , YT ∈ I1}

]
= EYT∈pT

[((
1 +

∑
t

ξt(Yt) + d2 log2 T

(
d log2 T

T

)K
)
qT (YT )

pT (YT )
− 1

)
1{Y1 ∈ E , YT ∈ I1}

]

=

∫ {((
1 +

∑
t

ξt(xt) + d2 log2 T

(
d log2 T

T

)K
)
qT (xT )− pT (xT )

)
1{x1 ∈ E , xT ∈ I1}

}
dxT

≤
∫
|qT (xT )− pT (xT )|dxT + d2 log2 T

(
d log2 T

T

)K

+

∫
ST (xT )qT (xT )1{x1 ∈ E , xT ∈ I1}dxT . (49)

Additionally, we make the observation that∫
ST (xT )qT (xT )1{x1 ∈ E , xT ∈ I1}dxT

=

T∑
t=2

∫
log T

T

d√∑
i,n

(
ε
(n)
Jacobi,t,i(x

(n)
τt,i)

)2
+
√
d log T

√∑
i,n

(
ε
(n)
score,t,i(x

(n)
τt,i)

)21{x1 ∈ E , xT ∈ I1}dxT

=

T∑
t=2

EYT∼pT

[
log T

T

(
dεJacobi,t(Yt) +

√
d log Tεscore,t(Yt)

) qt(YT )
pt(YT )

1{x1 ∈ E , xT ∈ I1}
]

(48)
≤ 4

T∑
t=2

EYT∼pT

[
log T

T

(
dεJacobi,t(Yt) +

√
d log Tεscore,t(Yt)

) qt(Yt)
pt(Yt)

1{x1 ∈ E , xT ∈ I1}
]

≤ 4

T∑
t=2

EYt∼pt

[
log T

T

(
dεJacobi,t(Yt) +

√
d log Tεscore,t(Yt)

) qt(Yt)
pt(Yt)

]

= 4

T∑
t=2

EYt∼qt

[
log T

T

(
dεJacobi,t(Yt) +

√
d log Tεscore,t(Yt)

)]
(21) and (22)

≲ d log3/2 TεJacobi +

√
d log4 Tεscore. (50)

Putting the previous two inequalities together, one arrives at

α1 = EYT∈pT

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E , YT ∈ I1}

]
≲ d2 log2 T

(
d log2 T

T

)K

+ d log3/2 TεJacobi +

√
d log4 Tεscore. (51)
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Step 4: bounding α2. Now, we turn to bounding α2. We let τ = τ(xT ) define the following sets:

I2 := {xT | c3 ≤ Sτ (xT ) ≤ 2c3}, (52)

I3 :=

{
xT | Sτ−1(xT ) ≤ c3, ξτ (xT ) ≥ c3,

qτ−1(xτ−1)

pτ−1(xτ−1)
≤ 8

qτ (xτ )

pτ (xτ )

}
, (53)

I4 :=

{
xT | Sτ−1(xT ) ≤ c3, ξτ (xT ) ≥ c3,

qτ−1(xτ−1)

pτ−1(xτ−1)
> 8

qτ (xτ )

pτ (xτ )

}
, (54)

It is straightforward to verify that I1 ∪ I2 ∪ I3 ∪ I4 = Rd. The following lemma indicates that α2 can be
well-controlled.

Lemma 11. The following inequality holds:

EYT∼pT

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E , YT ∈ I2 ∪ I3 ∪ I4}

]
≲ d2 log2 T

(
d log2 T

T

)K

+ d log3/2 TεJacobi +

√
d log4 Tεscore.

(55)

An immediate consequence of Lemma 11 is

α2 = EYT∈pT

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E , YT /∈ I1}

]
≤ EYT∈pT

[( q1(Y1)
p1(Y1)

− 1
)
1{Y1 ∈ E , YT ∈ I2 ∪ I3 ∪ I4}

]
≲ d2 log2 T

(
d log2 T

T

)K

+ d log3/2 TεJacobi +

√
d log4 Tεscore. (56)

Here, the second line comes from the facts q1(x) ≥ p1(x) for any x ∈ E and Ic1 ⊆ I2 ∪ I3 ∪ I4.

Step 5: bounding TV(p1, q1) Combining (43), (51) and (56), one arrives at the advertised result:

TV(p1, q1) ≲ d2 log2 T

(
d log2 T

T

)K

+ d log3/2 TεJacobi +

√
d log4 Tεscore + exp(−c6d log T )

≍ d2 log2 T
(
d log2 T

T

)K

+ d log3/2 TεJacobi +

√
d log4 Tεscore. (57)

6 Discussion and future directions
In this work, we have proposed an algorithm to speed up data generation in diffusion models. The pro-
posed algorithm exploits K-th order ODE approximation combined with a successive refining scheme, which
provably yields ε-precision (measured by the TV distance between the output distribution and the target
distribution) within Õ

(
d1+2/K/ε1/K

)
iterations. Our theoretical guarantees hold under fairly mild assump-

tions on the target distribution, with no restrictions on smoothness and log-concavity, and are capable of
accommodating imperfect score estimation. Our findings leave open several interesting questions for future
investigation. For instance, while our theory allows the order K to be an arbitrary large constant, it is
worth exploring whether K can be allowed to scale with T (e.g., whether K can reach the order of log T ), as
accomplishing this might potentially lead to further acceleration. Additionally, our method is a deterministic
sampler designed to speed up diffusion ODE, and it remains unclear whether a similar iteration complexity
can be achieved with an accelerated stochastic sampler (i.e., the SDE counterpart). Furthermore, while
this work focuses on the iteration complexity of the sampling phase, how to develop an end-to-end theory
that also incorporates the score matching phase forms another direction for future study. Finally, if the
target data distribution exhibits intrinsic low dimensionality, it would be interesting to examine whether the
sampling process be further expedited.
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A Proof of Lemma 7
For τt−1,0 ≤ τ < τt,0, we let x⋆τ denote the solution of (9) with the initial condition x⋆τt,0 = xτt,0 . We let

ξ
(n)
score,τ ′ :=

x
(n+1)
τ ′√
1− τ ′

−
xτt,0√
1− τt,0

−
∑

0≤i<K

γt,i(τ
′)(1− τt,i)−3/2s⋆τt,i(x

(n)
τt,i)

=
∑

0≤i<K

γt,i(τ
′)(1− τt,i)−3/2

[
sτt,i(x

(n)
τt,i)− s

⋆
τt,i(x

(n)
τt,i)

]
.

Then one can derive

x
(n+1)
τ ′√
1− τ ′

− x⋆τ ′√
1− τ ′

=
( x

(n+1)
τ ′√
1− τ ′

−
xτt,0√
1− τt,0

)
−
( x⋆τ ′√

1− τ ′
−

x⋆τt,0√
1− τt,0

)
=

∑
0≤i<K

γt,i(τ
′)(1− τt,i)−3/2sτt,i(x

(n)
τt,i) +

∫ τ ′

τt,0

1

2(1− τ)3/2
s⋆τdτ

=
∑

0≤i<K

γt,i(τ
′)(1− τt,i)−3/2

[
sτt,i(x

(n)
τt,i)− s

⋆
τt,i(x

(n)
τt,i)

]

+

 ∑
0≤i<K

γt,i(τ
′)(1− τt,i)−3/2s⋆τt,i(x

(n)
τt,i)−

(
−
∫ τ ′

τt,0

1

2(1− τ)3/2
s⋆τ (x

⋆
τ )dτ

)
= ξ

(n)
score,τ ′ +

∑
0≤i<K

γt,i(τ
′)(1− τt,i)−3/2

(
s⋆τt,i(x

⋆
τt,i)− s

⋆
τt,i(x

(n)
τt,i)

)

+

 ∑
0≤i<K

γt,i(τ
′)(1− τt,i)−3/2s⋆τt,i(x

⋆
τt,i)−

(
−
∫ τ ′

τt,0

1

2(1− τ)3/2
s⋆τ (x

⋆
τ )dτ

) . (58)

Furthermore, we make the observation that

∂x
(n+1)
τ ′ /

√
1− τ ′

∂xτt,0/
√
1− τt,0

= I +
∑

0≤i<K

γt,i(τ
′)(1− τt,i)−3/2 ∂sτt,i(x

(n)
τt,i)

∂x
(n)
τt,i/

√
1− τt,i

∂x
(n)
τt,i/

√
1− τt,i

∂xτt,0/
√

1− τt,0

=: I +
∑

0≤i<K

γt,i(τ
′)(1− τt,i)−3/2

∂s⋆τt,i(x
(n)
τt,i)

∂x
(n)
τt,i/

√
1− τt,i

∂x
(n)
τt,i/

√
1− τt,i

∂xτt,0/
√

1− τt,0
+ ξ

(n)
Jacob,τ ′ . (59)

and

∂x⋆τ ′/
√
1− τ ′

∂x⋆τt,0/
√
1− τt,0

= I −
∫ τ ′

τt,0

1

2(1− τ)3/2
∂s⋆τ (x

⋆
τ )

∂x⋆τ/
√
1− τ

∂x⋆τ/
√
1− τ

∂x⋆τt,0/
√
1− τt,0

dτ.

Combining the previous two equations, we have

∂x
(n+1)
τ ′ /

√
1− τ ′

∂xτt,0/
√
1− τt,0

− ∂x⋆τ ′/
√
1− τ ′

∂x⋆τt,0/
√
1− τt,0

= ξ
(n)
Jacob,τ ′ +

∑
0≤i<K

γt,i(τ
′)(1− τt,i)−3/2

∂s⋆τt,i(x
(n)
τt,i)

∂x
(n)
τt,i/

√
1− τt,i

∂x
(n)
τt,i/

√
1− τt,i

∂xτt,0/
√

1− τt,0

+

∫ τ ′

τt,0

1

2(1− τ)3/2
∂s⋆τ (x

⋆
τ )

∂x⋆τ/
√
1− τ

∂x⋆τ/
√
1− τ

∂x⋆τt,0/
√

1− τt,0
dτ. (60)
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Controlling estimation error caused by score estimation. Cauchy-Schwarz inequality tells us that

∥ξ(n)score,τ ′∥22 ≤
( ∑

0≤i<K

γt,i(τ
′)(1− τt,i)−3/2ε

(n)
score,t,i(x

(n)
τt,i)

)2

≤ K
∑

0≤i<K

γ2t,i(τ
′)(1− τt,i)−3

∥∥sτt,i(x(n)τt,i)− s
⋆
τt,i(x

(n)
τt,i)

∥∥2
2

≤ K
∑

0≤i<K

22K(τ ′ − τt,0)2(1− τt,i)−3
∥∥sτt,i(x(n)τt,i)− s

⋆
τt,i(x

(n)
τt,i)

∥∥2
2

≍
∑

0≤i<K

(τ ′ − τt,0)2(1− τt,i)−3
∥∥sτt,i(x(n)τt,i)− s

⋆
τt,i(x

(n)
τt,i)

∥∥2
2
. (61)

here, the penultimate line makes use of (23g) and the last line holds since K is a constant.
We claim that on the event Et, for all 0 ≤ n ≤ N , we have∥∥∥∥ ∂x

(n)
τ ′ /
√
1− τ ′

∂xτt,0/
√
1− τt,0

∥∥∥∥ ≍ 1, (62a)

∥ξ(n)Jacob,τ ′∥ ≤
1

2
. (62b)

If (62a) and (62b) hold, then on the event Et, we have
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∑
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, (63)

Controlling discretization error. We claim that if −pXτ
(x⋆τ ) ≲ dθ log T for θ ≥ c6, then for any interger

k ≥ 0, there exists a constant ck > 0 depending only on k such that

∥∥∥∥ ∂k∂τk s⋆τ (x
⋆
τ )

(1− τ)3/2

∥∥∥∥
2

≤ ck

√
dθ log T

τ(1− τ)3

(
dθ log T
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, (64a)

and ∥∥∥∥ ∂k∂τk 1

(1− τ)3/2
∂s⋆τ (x

⋆
τ )

∂x⋆τ/
√
1− τ
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√

1− τt,0

∥∥∥∥ ≤ ck( dθ log Tτ(1− τ)

)k+1

, (64b)
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which we prove by induction at the end of this proof. Then Taylor’s Theorem together with the fact that
τ ≍ τt,0 and 1− τ ≍ 1− τt,0 for all τ ′ ≤ τ ≤ τt,0 tells us that

x⋆τ ′√
1− τ ′

=
x⋆τt,0√
1− τt,0

−
∫ τ ′

τt,0

1
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s⋆τdτ

=
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+
∑
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⋆
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)
,

(65)

and
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(66)

Putting everything together. Combing (58), (65) and Lemma 3, one has∥∥∥∥ x(n+1)
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Here, the second inequality makes use of (23g) and Lemma 1; the third inequality is valid due to Lemma
3; the last line holds because of Lemma 1. Recalling that K is a constant, we know there exists constants
C > 0 such that
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Then it follows by induction that, for all N ′ ≥ 1,
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Recalling the definition of x⋆τt,i and x(0)τt,i , we invoke Lemma 3 to obtain
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Similarly, (60), (62a), (66), Lemma 1 and Lemma 3 together imply that on Et,∥∥∥∥∂x(n+1)
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where the last inequality holds since τt,0−τt,i
τt,i(1−τt,i)

≲ log T
T and τt,0 − τ ′ ≍ τt,0 − τt,i for all 1 ≤ i < K.

The previous inequality combined with (63), (67) and (68) yields that on the event Et,∥∥∥∥∂x(n+1)
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Repeating similar arguments as in (69) yields∥∥∥∥ ∂x
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In addition, recognizing that (62a) implies∥∥∥∥∂x(N)
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we have finished the proof of Lemma 7.

Proofs of (62a) and (62b). Assuming that the event Et occurs, we will prove (62a) and (62b) by induction.
For the base case n = 0, since x(0)τ ′ = x
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Moreover, it can be shown that on the event Et,
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Therefore, (62a) and (62b) hold for n = 0. Supposing that (62a) and (62b) hold for n, we would like to show
that these two claims still hold for n+ 1. In view of (59), one has∥∥∥∥∂x(n+1)
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Therefore, (62a) and (62b) hold for n+ 1, and consequently we have finished the proof.

Proof of Claims (64a) and (64b). It remains to verify (64a) and (64b). We let

uk :=
∂k

∂τk
s⋆τ (x

⋆
τ )

(1− τ)3/2
.

The score function can be expressed as

s⋆τ (
√
1− τx)

(1− τ)3/2
= − 1

τ(1− τ)

∫
x0

pX0 |Xτ
(x0 |

√
1− τx)(x− x0)dx0

= − 1

τ(1− τ)
·
∫
x0
pX0

(x0)pXτ |X0
(
√
1− τx |x0)(x− x0)dx0∫

x0
pX0(x0)pXτ |X0

(
√
1− τx |x0)dx0

, (73)

where

(2πτ)d/2pXτ |X0
(
√
1− τx |x0) = exp

(
− (1− τ)∥x− x0∥22

2τ

)
.

Then for sufficiently small δ, we have

s⋆τ+δ(x
⋆
τ+δ)

(1− τ − δ)3/2

= − 1

(τ + δ)(1− τ − δ)

∫
x0

pX0 |Xτ+δ
(x0 |x⋆τ+δ)

(
x⋆τ+δ√

1− τ − δ
− x0

)
dx0

23



= − 1

(τ + δ)(1− τ − δ)

(
x⋆τ+δ√

1− τ − δ
− x⋆τ√

1− τ
+

∫
x0

pX0 |Xτ+δ
(x0 |x⋆τ+δ)

(
x⋆τ√
1− τ

− x0
)
dx0

)

= − 1

(τ + δ)(1− τ − δ)

 x⋆τ+δ√
1− τ − δ

− x⋆τ√
1− τ

+

∫
x0
pX0(x0)pXτ+δ |X0

(x⋆τ+δ |x0)
(

x⋆
τ√

1−τ
− x0

)
dx0∫

x0
pX0

(x0)pXτ+δ |X0
(x⋆τ+δ |x0)dx0


= − 1

(τ + δ)(1− τ − δ)

 x⋆τ+δ√
1− τ − δ

− x⋆τ√
1− τ

+

∫
x0
pX0

(x0)pXτ |X0
(x⋆τ |x0) exp(∆)

(
x⋆
τ√

1−τ
− x0

)
dx0∫

x0
pX0(x0)pXτ |X0

(x⋆τ |x0) exp(∆)dx0


= − 1

(τ + δ)(1− τ − δ)

 x⋆τ+δ√
1− τ − δ

− x⋆τ√
1− τ

+

∫
x0
pX0 |Xτ

(x0 |x⋆τ ) exp(∆)
( x⋆

τ√
1−τ
− x0

)
dx0∫

x0
pX0 |Xτ

(x0 |x⋆τ ) exp(∆)dx0

 , (74)

where

∆ :=
(1− τ)∥x⋆τ/

√
1− τ − x0∥22
τ

−
(1− τ − δ)∥x⋆τ+δ/

√
1− τ − δ − x0∥22

τ + δ
=:

∞∑
k=1

δk

k!
vk.

Here, the last equation of (74) makes use of the Bayes rule. We prove by induction that for any quantity
C ≥ 2,

∥uk∥2 ≤ ck

√
dθ log T

τ(1− τ)3

(
dθ log T

τ(1− τ)

)k

, for k = 0, 1, . . . ,K, (75a)

|vk| ≤ CkC
2
(
dθ log T

τ(1− τ)

)k

, for k = 1, . . . ,K, provided that
∥∥∥ x⋆τ√

1− τ
− x0

∥∥∥
2
≤ 5C

√
dθτ log T

1− τ
. (75b)
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Suppose that (75a) and (75b) hold for k ≤ k0. We would like to prove (75a) and (75b) for k = k0 + 1.
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Furthermore, it is straightforward to verify that
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∥∥∥ x⋆τ√
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− 1
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]
δk

for sufficiently small δ > 0. Comparing the coefficients of δk0+1 on both sides and making use of the induction
assumption, one has
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∥∥∥
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∥∥∥
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√
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+
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(
dθ log T
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,

provided that ∥ x⋆
τ√

1−τ
− x0∥2 ≤ 5C

√
dθτ log T

1−τ . Therefore, we have verified (75b) for k = k0 + 1.
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Then, we prove that (75a) holds for k = k0 + 1. We let e∆ =:
∑∞

k=0
δk

k!wk =
∑∞

k=0
δk

k!wk(x0) denote the
Taylor expansion of e∆. Then one can show that w0 = 1 and for all 1 ≤ k ≤ k0 + 1,

|wk| =
∣∣∣∣ k∑
ℓ=1

∑
j1+···+jℓ=k

k!

j1! · · · jℓ!
vj1 · · · vjℓ

∣∣∣∣ ≲ C
2k
(
dθ log T

τ(1− τ)

)k

, (78)

provided that ∥ x⋆
τ√

1−τ
− x0∥2 ≤ 5C

√
dθτ log T

1−τ .
We define

C0 =

{
x0 ∈ Rd :

∥∥∥ x⋆τ√
1− τ

− x0
∥∥∥
2
≤ 5c7

√
dθτ log T
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}
,
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∥∥∥ x⋆τ√
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− x0

∥∥∥
2
≤ 5 · 2ℓc7

√
dθτ log T

1− τ

}
, k ≥ 1.

where c7 is a sufficiently large constant. Let ak (resp. bk) denote the k-th order derivative
∂k

∂τk

∫
x0
pX0 |Xτ

(x0 |x⋆τ ) exp(∆)
( x⋆
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−x0
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(x0 |x⋆τ ) exp(∆)dx0). Then for 0 ≤ k ≤
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∥∥∥
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+
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,

and more specifically,

a0 =

∫
x0

pX0 |Xτ
(x0 |x⋆τ )

( x⋆τ√
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− x0
)
w0dx0 =

∫
x0

pX0 |Xτ
(x0 |x⋆τ )

( x⋆τ√
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)
dx0.

Here, (∗) is valid due to Lemma 2 and (78). Similarly, for all 1 ≤ k ≤ k0 + 1, one can show that

b0 = 1, and |bk| ≲
(
dθ log T

τ(1− τ)

)k

, ∀1 ≤ k ≤ k0 + 1.
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We denote by

dk :=
∂k

∂τk

∫
x0
pX0 |Xτ

(x0 |x⋆τ ) exp(∆)
( x⋆

τ√
1−τ
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)
dx0∫
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the k-th derivative of
∫
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. Then one can easily verify that

d0 =
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pX0 |Xτ
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( x⋆τ√
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− x0
)
dx0, (79a)

|dk| = |ak −
k−1∑
ℓ=0

dℓbk−ℓ| ≲
√
dθτ log T

1− τ

(
dθ log T

τ(1− τ)

)k

, for all 0 ≤ k ≤ k0 + 1. (79b)

Now, we are ready to prove (75b) for t = t0 + 1. In view of (74) and (73), one has
∞∑
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δk
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+

∞∑
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∞∑
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∞∑
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)
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1
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=

∞∑
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+
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]2dk−ℓ − uk−1−ℓ
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)
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By virtue of the induction hypothesis (75a) for 1 ≤ k ≤ k0 and (79b), we have
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≍
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,

which has finished the proof of the induction step. Therefore, we have verified Claim (64a).
Claim (64b) can be proved by using similar arguments. We omit the details here for the sake of brevity.

B Proofs of technical lemmas

B.1 Proof of Lemma 1
Equations (23a) - (23e) follow directly from Li et al. (2024c, (26a) - (26e)).

Proof of (23f). For any 2 ≤ t ≤ T, 0 ≤ i1, i2, i3, i4 ≤ K − 1, one has∣∣∣ τt,i1 − τt,i2
τt,i3(1− τt,i4)

∣∣∣ ≤ τt,0 − τt,k−1

τt,k−1 (1− τt,0)
=

αt−1 − αt

αt (1− αt−1)
=

1

αt

1− αt

1− αt−1

(23a) and (23b)
≤ 2 · 4c1 log T

T
=

8c1 log T

T
.
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Proof of (23g). By virtue of (15), one has

|γt,i(τt,j)| ≤ (τt,0 − τt,j) sup
τ∈[τt,K−1,τt,0]

|ψi(τ)| .

We observe that

sup
τ∈[τt,K−1,τt,0]

|ψi(τ)| = sup
η∈[0,K−1]

∣∣∣∣∣
∏

i′ ̸=i(K − 1− i′ − η)∏
i′ ̸=i(i− i′)

∣∣∣∣∣ ≤ (K − 1)!(
⌊K−1

2 ⌋
)
!
(
⌊K−1

2 ⌋
)
!
=

(
K − 1

⌊K−1
2 ⌋

)
≤ 2K .

Putting the previous two inequalities together, we have completed the proof of (23g).

Proof of (23h). For all 0 ≤ i ≤ K − 1, 2 ≤ t ≤ T , one has

αt = 1− τt,0 ≤ 1− τt,i ≤ 1− τt,K−1 = αt−1 and 1− αt−1 = τt,K−1 ≤ τt,i ≤ τt,0 = 1− αt.

Therefore, it suffices to show that

αt ≍ αt−1 and 1− αt−1 ≍ 1− αt,

which are direct consequences of (23a) and (23c), respectively.

B.2 Proof of Lemma 3
Elementary calculations reveal that

∥s⋆τ (x)∥2 =

√
1− τ
τ

∥∥∥∥∫
x0

pX0 |Xτ
(x0 |x)

(
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)
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∥∥∥∥
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2
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]
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≲

√
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τ

1√
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√
dθτ (x)τ log T

≍
√
dθτ (x) log T

τ
,

which has finished the proof of (27a).
Turning to (27b), by virtue of (24) and (25b) in Li et al. (2024c), we have

∂s⋆τ (xτ )

∂x
= −1

τ
Id +

1

τ2
Cov

(
Xτ −

√
1− τX0 | Xτ = x

)
. (81)

We make the observation that∥∥Cov (Xτ −
√
1− τX0 | Xτ = x

)∥∥ ≤
∥∥∥E [(x−√1− τX0

) (
x−
√
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)⊤ | Xτ = x
]∥∥∥

≤ E
[∥∥x−√1− τX0

∥∥2
2
| Xτ = x

]
≲ dθτ (x)τ log T.

Here, the last line holds due to Lemma 2. Then we immediately have∥∥∥∥∂s⋆τ (xτ )∂x

∥∥∥∥ ≲
1

τ
+

1

τ2
dθτ (x)τ log T ≍

dθτ (x) log T

τ
.

Eqn. (28) follows by an argument similar to that of Li and Cai (2024, Claim (89)); we omit the details
for brevity.
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B.3 Proof of Lemma 4
We let Jτ denote the Jacobian matrix

Jτ (
√
1− τx) := ∂

∂x
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E
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We define

θ′ = sup
τ ′:|τ ′−τ̃ |≤c0τ̃(1−τ̃)
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⋆
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d log T
<∞.

By virtue of Lemma 2, we have
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In addition, (9)tells us that
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Applying Jacobi’s formula

d

dt
detA(t) = (detA(t)) · tr
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)
yields

∂

∂τ
det

(
∂x⋆τ/

√
1− τ

∂x⋆τ ′/
√
1− τ ′

)
= det

(
∂x⋆τ/

√
1− τ

∂x⋆τ ′/
√
1− τ ′

)
· tr

((
∂x⋆τ/

√
1− τ

∂x⋆τ ′/
√
1− τ ′

)−1

· ∂
∂τ

∂x⋆τ/
√
1− τ

∂x⋆τ ′/
√
1− τ ′

)

= −1

2
tr (Jτ (x

⋆
τ )) det

(
∂x⋆τ/

√
1− τ

∂x⋆τ ′/
√
1− τ ′

)
. (85)

By solving this equation, we know that
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for all τ ′, τ ′′. In view of (83) and (85), one has
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Moreover, recognizing that for all |τ ′ − τ̃ | ≤ c0τ̃(1− τ̃),∣∣∣∣ 1
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Combining (83), (87) and the previous inequality gives us
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√
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provided that |τ ′ − τ̃ | ≤ c0τ̃(1− τ̃). Here, the second inequality makes use of log(1 + x) ≤ x. Recalling the
definition of θ′, we know that
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which has finished the proof of Lemma 4.

B.4 Proof of Lemma 6
In addition, elementary calculations show that
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By virtue of Lemma 2, one has
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where the last line holds since 1 + a exp(b) + c exp(d) ≤ (1 + a+ c) exp(max{b, d}) ≤ exp(a+ b+ c+ d) for
all a, b, c, d ≥ 0. Combining (88) and the previous inequality, we have finished the proof of (33).

In addition, we make the reservation that pϕ(Y )(ϕ(x)) = det
(
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We know from Ipsen and Rehman (2008, Corollary 2.14) that∣∣∣∣∣∣∣∣
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(
d
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The previous two inequalities together tell us that (34) holds if
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B.5 Proof of Lemma 8
We prove Lemma 8 by induction. For notational convenience, we let θt := θτt,0(x

(0)
τt,i). Recalling that

x⋆τ is the solution of ODE (9) at τ with the initial condition x⋆τt,0 = xτt,0 , we know from Lemma 4 that
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where u = λ(x
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τt,i − x⋆τt,i). In view of (89) and Jensen’s inequality, we know that
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where the last line makes use of 1− αt−1 ≍ τt,i. By virtue of (68), one has∥∥x(0)τt,i − x
⋆
τt,i

∥∥
2
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√
θtd log T . (90)

The previous two inequalities together with Lemma 1 and (33) imply that∣∣∣∣∣∣log
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Therefore, for any i and λ ∈ [0, 1], we have
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Then Lemma 3 tells us that
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Here, the fourth line makes use of (23g), (23h), (64a) and Taylor’s Theorem; the fifth line holds due to (23f);
the fifth line comes from Cauchy-Schwarz inequality and the last line is valid since K is a constant. By
virtue of Lemmas 1, 3 and 4, one has∥∥∥∥−√1− τt,0
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Combining the previous two inequalities, we obtain

∥∥u(1)t,i

∥∥
2
≲

√
τt,0dθt log

3 T

T
+
τt,0 log T

T

√∑
i

(
ε
(0)
score,t,i(x

(0)
τt,i)

)2
. (97)

34



We denote
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Combining the previous two inequalities and the fact exp(−z) = 1 − z + O(z2), we know that for any
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and for any x0 ∈ E typicalℓ ,
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We make the observation that∫
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Furthermore, (96), (98), (99) and Lemma 2 together imply that
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In addition, one can show that∥∥∥∥2√1− τt,0
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Here, the third line is valid due to (64a) and Lemma 3; the penultimate line and the last line result from
Lemma 1. Then we have∣∣∣〈− 2
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Combining (103), (104) and (105), one has∫
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Equation (93) together with the previous inequality and Lemma 1 implies that
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(106)

Similarly, for any λ ∈ [0, 1], one has∣∣∣∣∣∣∣∣∣log
p√ 1−τt,0

1−τt,i
Xτt,i

(√
1−τt,0
1−τt,i

(
λx⋆τt,i + (1− λ)x(1)τt,i

))
pXτt,0

(xτt,0)

∣∣∣∣∣∣∣∣∣
≤ C10

dθt log2 TT
+
ℓ
√
dθt log

3 T

T

√∑
i

(
ε
(0)
score,t,i(x

(0)
τt,i)

)2 (107)

Repeating similar arguments and using induction yields that for all 0 ≤ n ≤ N − 1, 0 ≤ i ≤ K − 1,
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B.6 Proof of Lemma 9
We prove Lemma 9 by contradiction. Suppose that there exists ℓ ∈ [1, τ(xT )) such that − log qℓ(xℓ) >
2c6d log T . We let 1 < t ≤ ℓ denote the smallest time step satisfying

θt(xt) = max

{
− log qt(xt)

d log T
, c6

}
> 2c6. (109)

Since − log qt(xt) ≤ c6d log T , we have
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Morevoer, by repeating similar arguments as in Li et al. (2024c, Eqn. (129)), one can derive

θ1(x1), . . . , θt(xt) ∈ [c6, 4c6]. (111)
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where we makes use of the fact pXτj,K−1
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the second line. Putting (109), (110), (111) and (112) together leads to

c6 = θ1(x1) ≤ θt(xt)− θ1(x1) = −
log qt(xt)

d log T
− θ1(x1) ≤

− log qt(xt) + log q1(x1)

d log T

=
1

d log T

t∑
j=2

(log qj−1(xj−1)− log qj(xj))

≤ 4c1 + C11

(
d log3 T

T
+
Sτ(xT )−1(xT )

d log T

)
≤ 5c1. (113)

Here, the last inequality holds due to (44). This contradicts our assumption c6 > 5c1. Therefore, we know
that (46) holds for all 1 ≤ ℓ < τ(xT ).

B.7 Proof of Lemma 10
First, we prove that the event {St(xT ) ≤ c3} implies Et ∩ {ξt(xt) ≤ c3} for all t < τ . We know from Lemma
9 that

− log qℓ(xℓ) ≤ 2c6d log T, ∀1 ≤ ℓ ≤ t. (114)
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Then Lemma 4 and Lemma 1 (more precisely, (23f)) together imply that for any τ ∈ [τt,K−1, τt,0], one has

− log pXτ
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Furthermore, it is straightforward to verify that
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By virtue of Lemma 8, we know that for all 0 ≤ i ≤ K − 1, 0 ≤ n ≤ N ,
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Combining (115), (117) and (118) together yields

{St(xT ) ≤ c3} ⊆ Et ∩ {ξt(xt) ≤ c3}. (119)

Observing that St(xT ) ≤ c3 for all t < τ , (39) tells us that
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As a result, one has
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(
d log2 T

T

)K
))

qτ−1(xτ−1)

pτ−1(xτ−1)

=

(
1 +O

(∑
t<τ

ξt(xt) + d2 log2 T

(
d log2 T

T

)K
))

qτ−1(xτ−1)

pτ−1(xτ−1)
, (121)

which has finished the proof of (47). Here, the last equation holds since
∑

t<τ ξt(xt)+d
2 log2 T

(
d log2 T

T

)K

≤

c3 + d2 log2 T

(
d log2 T

T

)K

≪ 1 and exp(z) = 1 +O(z) for all |z| < 1. Similarly, we can also prove (48).

B.8 Proof of Lemma 11
We can prove Lemma 11 by using same arguments in the proof of Li et al. (2024c, Lemma 8) and we omit
the details here for the sake of brevity.
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